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Distributions Personified
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Equations
Mean Correlation

Variance

x
y



Vary Together
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One Event (Either)

or

1/6 + 1/6 = 2/6 =1/3

Add

Either



P(A or B)

P(A) P(B)
P(A and B)

P(A) = 1/3
P(B) = 1/3

P(A and B) = 1/9
P(notA and notB) = 4/9

P(A or B) = 1 - [P(notA) x P(notB)] = 5/9
2/3 2/3



a + b = 1

ac + bc + ad + bd = 1 

c + d = 1

0 < [a, b, c, d] < 1If

&

&

then

Probabilities

Event 1

Event 2

Event 1 & 2

generalizes…
(a, b) & (c, d, e, f…) 

ac + bc + ad + bd + ae +be + af +bf… = 1



Sampling Without Replacement: If you pick two cards 
from a deck, what is the probability of drawing two Aces?

Ace

Other

Ace

Other

Ace

Other

4/52

48/52

3/51

48/51

4/51

47/51

12/2652

192/2652

192/2652

2256/2652

Event 1 Event 2

Ace+Ace

Ace+Other

Other+Ace

Other+Other

updating for non-independence



Within

Condition 1

Condition 2
Everyone

Condition 1

Condition 2

Group 1

Group 2

Between

B2

B1

B2

B1



Sampling Means
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Population Means
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N = 7
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Random

Real

Two Samples m m1 2

p-value



Two Samples

m1

m2

s 1

s2

estimate of mean

standard error 
of our estimate 

of the mean

s 1
2

n 1



Observed Difference

Expected Range

M2M1

+



Variance Sum Law I 

x y

0 3-3 96-6 12 15-9

x + yx - y

y - x



0M1 - M2

Two Independent Samples, Equal Variance

H0 Null

2s2

n

Variance Sum Law I  



Variance Sum Law II 

r = 0

r = 1

r = -1

y

x

r = 1
y

x

r = -1



ANOVA asks: 
Is Any One (or More) Different?

Model 
of Equality

dimension 
for a 

potential 
difference

EqualityPotential 
Difference



Is Any One (or More) Different?
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Sample Distributions
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MSE

MSB

Mean Squared Error

s2 s2 s2

Mean Squared Between

s2 s2s2

3
+ +

MSB
MSE



MSE

MSB

Mean Squared Error

s2

s2

s2

Mean Squared Between

s2 s2s2
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MSE
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MSB

Means
M’s

Condition

Grand
Mean
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Data
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MSE
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Grand
Mean

MSB
MSE

F =



Grand
Mean

Grand
Mean

SSQcondition

SSQtotal
Effect Size =



is the likelihood that A is true, 
given B. 

P(A|B)

New evidence can  
update our beliefs. 
Making us more certain, or less certain,  

that a hypothesis or theory is true. 



True theories are 
consistent with all 

observations. 

P(B|A)
is the probability of observing B, 

if A is true 



P(A) 

Prior

P(A|B)

Posterior

P(A’) 

New
Prior’



is the likelihood that A is true.

A is a hypothesis. B is evidence.

is the likelihood that  
A is true, given B. P(A|B)

P(A) 

P(B|A)

P(B) is the probability of observing B.

is the probability of 
observing B, if A is true 



P(A) P(B|A)
P(B) 

P(A|B) =

the likelihood that  
A is true, given B. 

the probability of 
observing B, if A is true 

the likelihood 
that A is true.

the probability of 
observing B.



Sick

Healthy

Yes

No

Yes

No

99/100

91/100

2/100

98/100

1/100

9/100

198/10000

2/10000

882/10000

8918/10000

198 
198+882

P(B|A)P(A) 

P(B) P(A|B) =

2/100

882/10000198/10000 +

99/100



statistics

Science
Explain

&
Predict

Build 
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Fix

Discover
&

Confirm

Exploring Data!
Data Visualization


